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Abstract

Mimicking the sampling mechanism of the pri-
mate fovea, a retina-inspired vision sensor named
spiking camera has been developed, which has
shown great potential for capturing high-speed dy-
namic scenes with a sampling rate of 40,000 Hz.
Unlike conventional digital cameras, the spiking
camera continuously captures photons and out-
puts asynchronous binary spikes with various inter-
spike intervals to record dynamic scenes. How-
ever, how to reconstruct dynamic scenes from
asynchronous spike streams remains challenging.
In this work, we propose a novel pretext task
to build a self-supervised reconstruction frame-
work for spiking cameras. Specifically, we uti-
lize the blind-spot network commonly used in self-
supervised denoising tasks as our backbone, and
perform self-supervised learning by constructing
proper pseudo-labels. In addition, in view of the
poor scalability and insufficient information uti-
lization of the blind-spot network, we present a
mutual learning framework to improve the overall
performance of the network through mutual dis-
tillation between a non-blind-spot network and a
blind-spot network. This also enables the net-
work to bypass constraints of the blind-spot net-
work, allowing state-of-the-art modules to be used
to further improve performance. The experimen-
tal results demonstrate that our methods evidently
outperform previous unsupervised spiking camera
reconstruction methods and achieve desirable re-
sults compared with supervised methods. The
code is available at https://github.com/hnmizuho/
SSML-Spiking-Camera-Reconstruction.

1 Introduction
High-speed imaging has been widely used in many fields,
such as autonomous driving, industrial monitoring, and
robotics. There has been a trade-off between speed and
cost for conventional digital cameras. In order to capture
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Figure 1: Illustrations of the spiking camera reconstruction task for
a high speed car with a speed of 100 km/h. (a) Spike stream captured
by a spiking camera. (b-d) Reconstructed images with TFP [Zhu et
al., 2019], STP [Zheng et al., 2021] and our method. The proposed
method achieves pleasant and high-quality result.

high-speed moving objects, specialized sensors and shut-
ters must be employed that are highly expensive, which im-
pedes the popularization and further development of high-
speed cameras. To address these issues, the spiking cam-
era [Dong et al., 2019; Dong et al., 2017], a novel neuro-
morphic vision sensor, is invented for high-speed imaging
with consumer-grade cameras. By abandoning the concept
of exposure time, the spiking camera mimics the sampling
mechanism of the primate fovea [Masland, 2012; Wässle,
2004], with each photosensitive unit continuously capturing
photons independently and delivering spikes asynchronously
when the accumulated intensity exceeds a given threshold,
and achieves a time sampling frequency of 40,000 Hz. Differ-
ent from another neuromorphic vision sensor called dynamic
vision sensors (DVS)[Brandli et al., 2014; Liu et al., 2019;
Huang et al., 2017; Gallego et al., 2022], which generates
events only when the brightness change exceeds a certain
threshold, the firing frequency of the output spike streams
of spiking cameras is proportional to the received scene ra-
diance. Therefore, the instantaneous light intensity can be
inferred from the firing frequency, which allows the spik-
ing camera to record more texture information than the event
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camera.
Despite these advantages, the asynchronous spike stream

generated by spiking cameras is not friendly to the human
visual system (Fig. 1a). It remains challenging to reconstruct
dynamic scenes from asynchronous spike streams of the spik-
ing camera. Generally, the reconstruction methods can be di-
vided into internal statistics and deep learning methods. The
internal statistics methods rebuild the scenes by estimating
the firing frequency or firing interval of each pixel [Zhu et
al., 2019]. Although some recent methods have incorpo-
rated the mechanism of the retina system [Zhu et al., 2020]
and the short-term plasticity [Zheng et al., 2021] to enhance
the estimation of the firing frequency, it is hard to balance
noise and motion blur. The deep learning methods utilize
end-to-end convolutional neural networks to solve the recon-
struction problem and achieve better performance than inter-
nal statistics approaches [Zhao et al., 2021]. However, these
methods rely on massive synthetic datasets with clean labels,
while generating these datasets is still cumbersome and time-
consuming. Additionally, the spiking camera suffers distinct
noises under high and low light intensity [Zhu et al., 2021],
and the noise mechanisms have not been thoroughly investi-
gated, which brings further challenges for the generation of
the synthetic dataset.

In this work, we propose a novel pretext task to build a
self-supervised reconstruction framework for spiking cam-
eras, enabling us to train the network end-to-end on the real-
world dataset without ground truth. Specifically, we utilize
the blind-spot network commonly used in denoising tasks as
our backbone and use simple internal statistics methods to
construct pseudo-labels. In addition, we further excavate the
potential of the blind-spot network in view of its poor scal-
ability and insufficient information utilization, and present
a mutual learning framework to improve the overall perfor-
mance of the network through mutual distillation between a
non-blind-spot network (NBSN) and a blind-spot network.
As our NBSN is not hampered by any blind-spot constraints,
state-of-the-art network architecture can be used to improve
the performance. Moreover, we propose an adaptive motion
inference module to obtain a better representation of the spik-
ing data. We exploit various motion scales through temporal
aggregation and inter-spike intervals [Zhu et al., 2019], which
allows the network to learn from better representations.

The main contributions are summarized as follows:
• We develop a self-supervised reconstruction framework

for spiking cameras by constructing a novel pretext task.
To the best of our knowledge, this is the first attempt to
reconstruct dynamic scenes for spiking cameras via self-
supervised learning without using a synthetic dataset.

• We propose an adaptive motion inference module to ob-
tain a better representation for the spiking data.

• We present an effective mutual learning framework to
improve the overall performance of the network. Be-
sides, constraints of the blind-spot network can be by-
passed in this approach.

• The proposed methods evidently outperform previous
unsupervised methods, and achieve desirable results
compared with supervised methods.

2 Related Work
Scene Reconstruction for Neuromorphic Vision Sensors.
The event camera has shown distinctive potential in cap-
turing high-speed and high-dynamic scenes. However, the
event camera merely monitors the change of light intensity,
making it challenging to record texture details in dynamic
scenes [Zhao et al., 2021]. Some recent studies [Choi et al.,
2020; Rebecq et al., 2019a; Rebecq et al., 2019b; Pini et al.,
2018] applied deep neural networks to reconstruct images di-
rectly from events, while others [Brandli et al., 2014; Posch
et al., 2008] combined traditional images and events to obtain
more texture information for reconstruction. Unlike event
cameras, each photosensitive unit in the spiking camera ac-
cumulates photons independently and generates a spike when
the dispatch threshold is reached. The higher the light inten-
sity, the higher the spike frequency. This property enables the
spiking camera to record rich texture information. The cur-
rent main reconstruction methods are based on the temporal
statistic characteristic of the spiking camera [Zhu et al., 2019;
Zhu et al., 2020; Zheng et al., 2021]. Zhu et al. [2019] pre-
sented two basic reconstruction methods, “texture from play-
back (TFP)” and “texture from inter-spike-intervals (TFI)”,
to rebuild the dynamic scenes from firing rate and firing in-
terval, which requires careful choice of the window size to
balance noise and motion blur. Some studies devoted to mim-
icking human physiological mechanisms, like retina-like vi-
sual imaging [Zhu et al., 2020] and the short-term plastic-
ity [Zheng et al., 2021]. However, the reconstruction results
of these bionic algorithms are noisy. Zhao et al. [2021] devel-
oped an end-to-end convolutional neural network and trained
it on a synthetic dataset in a supervised way, which achieved
state-of-the-art performance. Unfortunately, simulating large
amounts of spike data is extremely challenging and expen-
sive. Additionally, the noise mechanism of spike cameras has
not been fully investigated. Thus the models trained with syn-
thetic datasets suffer from the domain gap between synthetic
and real noise.

Blind-Spot Network. Convolutional neural networks have
achieved impressive performance in video denoising. How-
ever, supervised learning with large amounts of paired noisy-
clean images in some areas, such as CT and MRI, can be
costly and even unreachable. Therefore, researchers began to
focus on self-supervised denoising. Lehtinen et al. [2020]
trained the network with multiple independent noisy obser-
vations per scene. Further works proposed the blind-spot
network (BSN) [Lehtinen et al., 2018; Krull et al., 2019;
Laine et al., 2019; Wu et al., 2020; Byun et al., 2021], which
requires only one noisy observation per scene to train the
network. Blind-spot means the network is designed to de-
noise each pixel from its surrounding spatial neighborhood
without itself. Subsequent work improved the BSN by well-
designed shifted convolutions [Laine et al., 2019] and dilated
convolutions [Wu et al., 2020; Byun et al., 2021]. However,
these networks are carefully designed within the blind-spot
constraints. Thus, some classic network modules, such as
non-local attention and deformable convolution, cannot be
employed directly into the network to improve performance.
Huang et al. [2021] attempted to achieve self-supervised de-



Figure 2: Illustration of the proposed self-supervised mutual learning framework for dynamic scene reconstruction. The BSN and NBSN
serve as two students in mutual learning, and transfer useful knowledge to each other. The NBSN also bypasses the blind-spot restrictions
and enables state-of-the-art modules, e.g. non-local attention module in the green box, to be added to improve performance. Module with ‘*’
means shifted-convolution is used in it.

noising without modifying the network, and can enjoy the
progress of state-of-the-art network architecture design.

Mutual Learning. Knowledge distillation [Hinton et al.,
2015] is a pioneering work to transfer knowledge from
strong teacher networks to student networks. Recently, a
variant of the knowledge distillation method called mutual
learning [Zhang et al., 2018] has been proposed, breaking
the ”teacher-student” structure and advocating collaborative
learning between a group of student networks. While most
knowledge distillation methods focus on classification tasks,
some methods suitable for regression tasks have been pro-
posed [Peng et al., 2021; Wang et al., 2021; Wu et al., 2020].
In this paper, we apply the knowledge distillation for recon-
struction tasks, more precisely, we present an effective mu-
tual learning framework where a non-blind-spot network and
a blind-spot network can learn from each other.

3 Methods
In this section, we first formulate the mechanism of the spik-
ing camera, then present the whole reconstruction framework
and the mutual learning strategy.

3.1 Spiking Camera
Working Mechanism
Spiking camera is composed of an H × W array of pix-
els, with each pixel independently accumulating the incoming
light intensity L(t) persistently. When the instantaneous elec-
tric charge amount A(t) on the integrator reaches a dispatch
threshold θ, a spike is fired, and then the integrator is reset to
0. The relationship between L(t) and A(t) is formulated as:

A(t) =

∫ t

0

α · L(x)dx mod θ, (1)

where α is the photoelectric conversion rate.

Although spikes can fire at arbitrary time tk given A(tk) =
0, it can only be read out by checking the spike flag at dis-
crete times due to the limitations of circuit technology. Spe-
cially, the camera checks the spike flag periodically with a
fixed interval T = 25 µs. A spike will be read out S(n) = 1
(n = 1, 2, . . .) if the spike flag has been set up at the time t,
with (n − 1)T < t ⩽ nT . Otherwise it reads out S(n) = 0.
Considering that all the pixels on the sensor continuously ac-
cumulate the incoming light and fire spikes independently,
the spiking camera would produce a continuous binary spike
stream S ∈ {0, 1}H×W×N during the period [0, NT ].

Basic Reconstruction Methods
The goal of scene reconstruction of the spiking cam-
era is to restore the intensity images {In|In ∈
[0, 255]H×W , n = 1, 2, . . . N} from the output spike
stream S ∈ {0, 1}H×W×N . The basic reconstruction meth-
ods are “texture from play-back (TFP)” and “texture from
inter-spike-intervals (TFI)” [Zhu et al., 2019], utilizing that
the photosensitive units of spiking camera receive different
scene radiance will trigger spikes with different frequencies.

The TFP method obtains the pixel value by calculating the
number of spikes in a time window, which is formulated as:

ITFP
n =

Nw

w
· C, (2)

where ITFP
n refers to the pixel value at moment n, w is the size

of time window, Nw is the total number of spikes collected in
the time window, and the C refers to the maximum dynamic
range of the reconstruction.

The TFI method assumes that the scene radiance L(t) is a
constant L in a short period. According to Eq. 1, the spike
generation can be simplified as L∆t ≥ θ, where ∆t is the
inter-spike interval (ISI) obtained by calculating the time be-
tween two neighboring spikes. Thus, the pixel value can be
estimated with two spikes:

ITFI
n =

C

∆tn
, (3)
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Figure 3: The proposed adaptive motion inference module (AMIM).
The network obtains the information of static region and moving
region from TFP path and TFI path respectively, and then fuse them
adaptively through attention block.

where ∆tn represents the ISI corresponding to moment n.

3.2 Self-Supervised Reconstruction Network
Overview Architecture
In this section, we propose the self-supervised reconstruc-
tion framework. The overall network structure is illustrated
in Fig. 2, which takes a consecutive spike stream S ∈
{0, 1}H×W×N as input. The network consists of two re-
construction paths, one is a blind-spot network (BSN), and
the other is a non-blind-spot network (NBSN), i.e. an un-
processed conventional convolutional neural network. The
NBSN path process the input stream in a two-stage man-
ner commonly used in video processing [Sheth et al., 2021;
Tassano et al., 2020]. In the first stage, the input spike stream
is split into three overlapping sub-stream {St−k, St, St+k},
where St denotes the sub-stream around time t and k de-
notes the overlap size. Next, each sub-stream goes through
the Adaptive Motion Inference Module, producing coarse es-
timation features {Ft−k, Ft, Ft+k} under attention weight-
ing. Then each concatenation of the estimation features
and the sub-stream is sent to the Feature Extraction Module
(a modified share-weight U-Net) to extract further features
{F̂t−k, F̂t, F̂t+k}. In the second stage, a Non-Local Atten-
tion Module is applied to fuse these features to strengthen
feature representations. Finally, the fused features are sent to
another modified U-Net followed by 1 × 1 convolutions to
reconstruct the final clean image Ît. The working flow of the
BSN path follows a one-stage manner. Specifically, the input
spike stream is fed into the Adaptive Motion Inference Mod-
ule directly, then a modified U-Net followed by 1 × 1 con-
volutions is applied to the concatenated output to produce the
final reconstruction result. The two paths are jointly trained
using mutual learning paradigm.

Adaptive Motion Inference Module (AMIM)
A continuous spike stream contains multiple spike frames,
which provide rich information to reconstruct the high-
quality image. However, because of the complexity of the
motion scene, extracting appropriate features remains chal-
lenging. Inspired by the fact that TFI and TFP methods
are suitable for dealing with moving and stationary scenes
respectively[Zhu et al., 2019], we propose an attention-based
AMIM to extract more valuable features from these two ba-
sic reconstruction methods (Fig. 3). First, in the stationary
branch, three sets of masks and 1×1 convolutions are used to

Figure 4: Detailed architecture of the BSN path in Fig. 2. Module
with ‘*’ means shifted-convolution is used in it.

perform multi-scale temporal aggregation imitating the pro-
cess of TFP:

Ft
1
i = ft

1
i (M

1
i ◦ S1

t ), i = 1, 2, 3, (4)

where M1
i is the mask of the i-th scale, ft1i denotes the corre-

sponding 1× 1 convolution and ◦ denotes element-wise mul-
tiplication. Then a spatial attention block M1

s (·) is used on
the concatenated output to find the stationary area.

F̂ 1
t = M1

s ([Ft
1
1, Ft

1
2, Ft

1
3]), (5)

where [, ] denotes feature concatenation.
Second, in the motion path, the TFI reconstruct ITFI

t is fed
into a 1 × 1 convolution f2

t (·) and spatial attention block
M2

s (·) to find the motion area.

F̂ 2
t = M2

s (f
2
t (I

TFI
t )). (6)

Finally, a channel attention block Mc is introduced to ob-
tain the final fused features F̂t:

F̂t = Mc(F̂
1
t ⊕ F̂ 2

t ), (7)

where ⊕ denotes the element-wise sum.

Pretext Task Using Blind-Spot Network
We build the BSN framework using the blind-spot strategy
proposed in [Laine et al., 2019] to estimate each output pixel
from a spatio-temporal neighborhood without the pixel itself.
The training of the BSN does not require noisy-clean image
pairs. Instead, it utilizes the noisy image itself as both input
and supervision signals.The blind-spot constraint will prevent
the network from learning identity mapping to noisy images,
but produce clean results. These motivate us to use BSN as
our backbone to achieve self-supervision and clean output. A
natural idea is to use noisy TFI (or TFP) as both input and
supervision signal, while in order to fully mine the rich tem-
poral information of spike stream, we take the spike stream
as the input.

In our BSN framework (Fig. 4), the rotated versions of the
input spike stream are concatenated together in the batch di-
mension. Then we pass the input through the shifted-conv
based BSN, leading to an output with four times the number
of batch-size. After that, the output reverts into four parts in
the batch dimension and concatenated together in the channel
dimension, and finally passes through 1 × 1 convolutions to
produce the estimated reconstruction image Îbsnt .

We use the self-supervised denoising task as a pretext task
to train the network. We hope that the BSN can remove the
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Figure 5: Evaluation of different methods on synthetic dataset.

noise and improve the details of the latent image in the spike
stream, so as to output high-quality noiseless reconstruction
images. In order to train the network reasonably and effec-
tively, it is necessary to find appropriate pseudo-labels for
self-supervision. As discussed in Sec. 3.1, we can utilize sim-
ple internal statistics results, such as TFI or TFP as the noisy
label to train the network. We refer to the pseudo-label as
Ipseudo, and the reconstruction loss function can be formu-
lated as:

Lrec = ∥Îbsnt − Ipseudo∥
2

2. (8)

The use of the BSN ensures that the network trained with TFI
(or TFP) as pseudo-labels will not learn to reconstruct labels
themselves, but learn their latent clean representations.

Mutual Learning Strategy
The BSN framework faces the following problems:

• The blind-spot network relies heavily on specific convo-
lution kernel design, which leads to poor network scal-
ability. Thus the state-of-the-art modules in supervised
learning can not be applied to the network directly.

• The nature of the blind-spot makes it impossible for each
pixel of the output to obtain information from the corre-
sponding position of the input, which reduces the utiliza-
tion of information by the network compared to normal
CNNs.

• The rotation operation makes the input batch-size
quadruple the original size. Besides, due to the over-
lapped receptive fields of different rotation versions, the
input pixels are processed twice, resulting in redundant
calculation and a high inference cost.

Among them, the first two are common problems of most
blind-spot networks [Krull et al., 2019; Laine et al., 2019;
Wu et al., 2020; Byun et al., 2021], and the third is unique to
the network we use in Sec. 3.2

To address these issues, we propose a mutual learning
paradigm between the BSN and the NBSN. As the NBSN
is a normal convolution network, we can add modules pop-
ular in supervised learning without limitations. In this pa-
per we use a separated non-local attention module (green box
in Fig. 2) [Huang et al., 2019; Fu et al., 2019; Wang et al.,

2018]. Specifically, criss-cross spatial attention [Huang et
al., 2019], channel attention, and temporal attention are ap-
plied to the concatenated feature of the outputs of first stage
separately to exploit the long-term temporal correlation.

In our mutual learning framework, both BSN and NBSN
can be regarded as “student network”, while learning col-
laboratively and implicitly transfer useful knowledge to each
other. The BSN provides the NBSN with “clean” features
learned by the blind-spot strategy, meanwhile, the NBSN, as
a “stronger student” with more temporal correlation informa-
tion and powerful modules, promotes the BSN with more re-
fined information. For the classification tasks, KL-divergence
is used as mutual learning loss to utilize soft labels for knowl-
edge transfer [Zhang et al., 2018]. For the regression task, we
define the mutual learning loss function as

Lmutual = ∥Înbsnt − Îbsnt ∥
2

2, (9)
and the total loss function can be formulated as

Ltotal = Lrec + λLmutual, (10)
where λ is a weighting parameter. After training, we only use
the NBSN path to produce reconstruction images, thus the
high computational cost of the BSN path can be avoided.

4 Experiments
We evaluate the performance of our method on both synthetic
and real-world datasets.

4.1 Evaluation on Synthetic Dataset
Synthetic Dataset
For quantitative evaluation, we use the synthetic dataset with
ground truth to train our network, which is obtained from Sp-
kImgNet [Zhao et al., 2021]. This synthetic dataset is gener-
ated by converting videos from REDS [Nah et al., 2019] to
spike stream, with frames in the videos as the ground truth.
The training set consists of 800 spike stream-ground truth
pairs with a spatial resolution of 400 × 250, and the test-
ing set consists of 40 spike stream-ground truth pairs of the
same size. We compare our method with previous representa-
tive reconstruction works, including TFI and TFP [Zhu et al.,
2019], TVS [Zhu et al., 2020], STP [Zheng et al., 2021] and
Spk2ImgNet [Zhao et al., 2021].
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Figure 6: Reconstruction results on real-world dataset.

Methods Supervised Unsurpervised

Spk2ImgNet TFI TFP TVS STP Ours

PSNR 38.44 24.94 22.37 23.15 22.37 34.26
SSIM 0.9767 0.7150 0.5801 0.7452 0.7300 0.9718

Table 1: Comparison among different reconstruction methods on
synthetic dataset. Red: best. Blue: second.

Scene Sample rate Resolution Description

Car 20,000 Hz 400 × 250 100 km/h
Doll 20,000 Hz 400 × 250 Free fall
Fan 40,000 Hz 400 × 250 2600 rpm
Train 20,000 Hz 400 × 250 350 km/h

Table 2: Details of real-world dataset.

Qualitative and Quantitative Evaluation
Here PSNR and SSIM are used to compare our method with
previous methods quantitatively. As illustrated in Tab. 1, our
method outperforms the previous unsupervised methods evi-
dently. The performance of our method is slighter lower than
Spk2ImgNet. However, as a supervised method, the train-
ing of Spk2ImgNet depends on a large synthetic dataset with
ground truth, and generating the dataset through a spike sim-
ulator is a cumbersome and time-consuming task. In contrast,
our self-supervision method can be trained directly on the real
world dataset, which can be easily obtained by the spiking
camera. The reconstruction results of compared methods are
illustrated in Fig. 5.

4.2 Evaluation on Real World Dataset
We also compare our methods with the state-of-the-art meth-
ods on real-world dataset captured by the spiking camera with
a sampling rate of 40,000 Hz. This dataset consists of four
different sequences, including high-speed scenes with the ob-
ject’s motion and high-speed scenes with the camera’s ego-

Methods Supervised Unsurpervised

Spk2ImgNet TFP TFI TVS STP Ours

Car 4.0028 7.6423 13.0197 9.3054 5.5144 3.7595
Doll 3.9737 8.2026 7.9594 7.4768 7.3340 5.3591
Fan 3.7233 7.2340 11.9794 6.2319 4.6580 4.5007

Train 3.7140 6.4892 10.6230 6.7824 5.1873 3.6053
Average 3.8532 7.3920 10.8954 7.4491 5.6734 4.3061

Table 3: Comparison of NIQE (↓) on real-world dataset.

Methods PSNR SSIM

BSN 32.96 0.9604
BSN+AMIM 33.23 0.9635
BSN+AMIM+LTC 28.25 0.9102
BSN+AMIM+LTC+NLA 25.45 0.8106

Table 4: Ablation study for a single BSN without mutual learning.

motion, such as a rotating fan with 2600 rpm (revolutions per
minute) and high-speed trains in 350 km/h, etc. Please refer
to Table. 2 for more information.

As shown in Fig. 6, our method achieves better perfor-
mance than the unsupervised methods. Specifically, the TFP
method suffers from severe motion blur under larger window
size, and appears to be noisy under smaller window sizes.
The TFI, TVS and the STP-based method can restore the mo-
tion area effectively, while the appearance of noise can not be
ignored. Furthermore, our method has achieved almost the
same qualitative performance as the supervised method, with
clean textures and rich details. Similar to Spk2ImgNet, we
use a no-reference image quality assessment metric named
NIQE to evaluate the performance of different scenes on the
real-world dataset. As shown in Tab. 3, our method out-
performs previous unsupervised reconstruction methods and
achieves comparable performance to the supervised method.
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Figure 7: Illustrations of different pseudo-labels.

Methods PSNR SSIM

BSN & NBSN 33.83 0.9680
BSN & NBSN+LTC 34.01 0.9701
BSN & NBSN+LTC+NLA 34.26 0.9718

Table 5: Ablation study for different network configurations of the
two student network in mutual learning.

4.3 Ablation Study
Reconstruction without Mutual Learning
In this section, we explore the effect of the proposed mod-
ules and demonstrate the limitations of a single BSN through
experiments on the synthetic dataset. The experiments are
conducted in a single BSN. Specifically, the mutual learning
strategy is not used. As shown in Table 4, a single BSN with
the proposed AMIM module performs best, indicating that
the proposed AMIM can provide a better representation for
spike stream through adaptive motion inference. Besides, we
notice that BSN with long-term temporal correlation (LTC)
does not show the expected performance, which we attribute
to the lack of explicit temporal fusion.

Moreover, BSN with LTC and a non-local attention (NLA)
module performs poorly. It is because the non-local nature
of this module breaks the blind-spot constraint that an out-
put pixel can only obtain information from its surrounding
spatial neighborhood without itself. With these experiments,
we have demonstrated the poor scalability of a single BSN
without mutual learning. As BSN with LTC and NLA breaks
the blind-spot constraint of the denoising pretext task, these
results can also be regarded as ablation for the pretext task.

Reconstruction with Mutual Learning
We further evaluate the effect of different network configura-
tions of the two student networks in mutual learning. Note
that the AMIM module is employed in all networks listed in
the Tab. 5 in order to reduce unnecessary experiments. As
shown in Tab. 5, the combination of an NBSN with LTC fol-
lowed by a NLA module and a BSN with only short-term
temporal correlation performs best, which outperforms the
best network in Tab. 4 by around 1 dB. It indicates that our
mutual learning strategy can transfer valuable knowledge to
each other to improve performance.

Pseudo-Labels PSNR SSIM

TFI 33.09 0.9605
TFP(w = 7) 34.19 0.9713
TFP(w = 11) 33.94 0.9695
TFP(w = 15) 33.41 0.9657
TFP(w = 19) 32.81 0.9599

Table 6: Ablation study for the effect of different pseudo-labels on
the synthetic dataset.

We also notice that even the simple combination of a BSN
and NBSN with the same structure can achieve better perfor-
mance than a single BSN, and the performance will improve
with the addition of more modules in the NBSN, which im-
plies that the poor scalability of BSN can also be bypassed
through our mutual learning strategy.

Effect of Different Pseudo-Labels
Table. 6 shows the performance trained with different pseudo-
labels on the proposed network. Note that the performance
decreases as windows grow, as larger windows may introduce
more motion blur, which can be seen in Fig. 7.

4.4 Implementation Details
The parameter λ of the loss function is set to 0.01, and the
input spike stream is cropped into 40 × 40 patches with a
batch size of 4. Besides, we set the short-term temporal win-
dow size and long-term temporal window size to 41 and 27,
respectively, and remove all additive terms from the convo-
lutional layer as in [Sheth et al., 2021] for better generaliza-
tion. Moreover, we use Adam optimizer with the default set-
ting to optimize our network, and train the network with TFP
(w = 7) as pseudo labels on Nvidia RTX 2080 GPU for 100k
iterations. The BSN path is first trained for 15k iterations
before mutual learning.

5 Conclusions
In this paper, we present an end-to-end self-supervised mu-
tual learning framework to address the reconstruction prob-
lem of the spiking camera. We adopt the blind-spot network
into the reconstruction problem and construct a proper self-
supervised pseudo-label by utilizing the two basic reconstruc-
tion methods, TFI and TFP. To overcome the limitations of
the blind-spot network, we propose a mutual learning strat-
egy for knowledge transfer between a non-blind-spot network
and a blind-spot network. Experiments on both synthetic
and real-world datasets have demonstrated that the proposed
framework can restore pleasant and high-quality images from
spike streams and achieve comparable results as the super-
vised method. To the best of our knowledge, this is the first
attempt to restore dynamic scenes from the spiking camera in
a self-supervised manner without using any synthetic dataset.
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